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M high performance manipulators into flexible manufacturing cells. Thase sub-
4 systems may be divided into several levels of abstraction:
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* "The mechanical structure and low-level (small time-constant) control of
high-pertormance manipulators?

¢ The sensor sub-systems (force, tactile, thermal, and vision)’

 Computer architecture and languages which form the basis of robot
- systems and manufacturing cells;

5lhe\vel 2: T —“‘J

«SIntegration of mechanical structure, computer system and sensor to form
; t )
. flexible robo systemsJ)

S Level 37 e
« “The integration of systems with production and assembly machines and

information contained in the manufacturer's computer-aided design
i database. ci A
<t ) s

= Level 4’
* “Integration of the factory-wide distributed database which is central to
the design, production and business functions of manufacturing./\
The following items have been accomplished during the first year: )
» Development of an extensive computing and experimental environment

» Initial results in laying a firm theoretical foundation to robot control and

the development of new algorithms for both nonlinear and adaptive
controls
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» Design and prototype implementation of high performance tactile and
noncontact temperature sensors

+ Development and implementation of new high performance algorithms for
edge detection, motion prediction and dynamic scene analysis

» Development of algorithms for and partial implementation of CAD driven
robot/vision cell

= Development of algorithms for determining gripping positions from
geometric models of parts

« Development of low cost graphic robot programming systems

« Development of algorithms for distributed knowledgebase data
assignment and heuristic problem solving

« Design of systems lo generate inierface forms between users and
manufacturing databases
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EXECUTIVE SUMMARY
ANNUAL REPORT ON COORDINATED RESEARCH IN
ROBOTICS AND INTEGRATED MANUFACTURING
THE UNIVERSITY OF MICHIGAN

Background

The Center for Robotics and Integrated Manufacturing (CRIM) within the College

of Engineering at the University of Michigan was established by act of the Regents in
October 1981. The broai goals of the Center are

e to foster and coordinate research related to the understanding and development of
computer integrated manufacturing (the "factory of the future”);

o to facilitate course and curriculum development appropriate to the cducation of
the future engineers and researchers required by the modern manufacturing indus-
try; and

e to plan and acquire facilities required for the above two activities.

CRIM is especially committed to research partnerships with government and industry
and to liaison with the Industrial Technology Iastitute recently established in Ann
Arbor. It is also charged with the task of working with the College departments to
recruit new faculty, at all academic ranks, to supplement and expand rescarch and
instruction activities in "CRIM areas.” Eight faculty have been added in the past two
years in these areas and at least four per year will be added over the coming three years.
Joint recruiting with the Industrial Technology Institute has also begun.

As shown in Figure E-1, the Center is composed of thrce research divisions: Robot
Systems, Management Systems, and Integrated Design and Manufacturing, and involves
about 40 faculty spanning the following departments of the College: Electrical and Com-
puter Engineering, Computer Science, Mechanical Engincering and Applied Mechanics,
Industrial Operations Engineering, Aerospace Engineering, Materials and Metalurgy, and
Naval Architecture and Marine Engineering. Research in the three divisions covers a
broad spectrum of topics commensurate with the span of these disciplines and is spon-
sored by a combination of internal, the federal government, and industrial funding.

In August 1982 the Air Force Office of Scientific Research awarded a contract to
CRIM as a "center of excellence” in manufacturing sciences. The procurement was for
research to be be conducted principally within the Robot Systems Division of CRIM and
it has become the keystone of their program. A relatively smaller level of effort is being
supported within the Management Systems Division. This is the first annual report on
the research activities of CRIM which are being supported under this AFOSR contract.

Overview of AFOSR Sponsored Component of CRIM

The portion of the CRIM research program procured by AFOSR is oricnted to the
understanding and development of flexible manufacturing cells or "islands™ which will
increasingly become basic blocks for the building of modern parts production and
assembly facilitics. These cells consist of machine tools, materiai handlers, and inspection
sub-systems, integrated under a distributed, computer-based command and control
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The university of Hichigan

Callege of Engineering
Center f0r Robotics
ad :
Integrated Manufacturing
0. £. Atkins
Robot Systems Management Integratea Design
Oivision Systems Olvision & Manufacturing
R. A. VOl2 W. Hancock E. Lenz
¢ SENSOR BASED * INFORMATION * PROCESSING
ROBOT SYSTEMS MANAGEMENT o DESIGN DATABASES
* ROBOT-BASED ¢ HUMAN FACTORS s CAD
MANUFACTUR ING
CELL RN NAON * INTEGRATION
o LANGUAGE AND VIA LOCAL AREA
* QUALITY NETWORKS
SPECIAL PURPOSE CONTROL
COMPUTER . ¢ ADAPTIVE
SUPPORT CONTROL

Figure E-1. Organization and Research Topics of CRIM.

system. An important component of such a cell is a very general purpose material
handler, i.e. 2 "smart” industrial robot. As depicted in Figure E-2, the present work of
the Robot and Management Systems Divisions span a hierarchy of sub-systems oriented
toward the development and integration of high performance magipulators into flexible

manufacturing cclls. These sub-systems may be divided into several tasks at several ley-
els of abstraction:

High-performance manipulators - the mechanical structure and low-level (small time-
constant) control of high performance manipulators.

Sensor subsystems - force, tactile, thermal, and vision subsystems for integration with
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AFOSR SUPPORTED TASK AREAS

Sensor High-Performance Special Purpose
Sosystems Hanipulators: Computers &
Structure & Control Languages
Knowleoge
Systems
&
Prodlem '
g} oot S oo o
: Manufacturing
Cell AFOSR progran

Integrated Factory
Inforrmation Systern

Figure E-2. AFOSR supported task areas.

manipulators and inspection subsystems.

Special-Purpose computers and languages - custom processors and languages for robot
and manufacturing cell command and control.

Knowledge systems and problem solving - use of a knowledge-base for design of a distri-
buted database system and heuristic problem-solving applied to manufacturing ceil con-
trol.

Sensor based robot structures - the integration of output from all of the above research
areas with the highly versatile assembly robot.

Annual Report i August 1, 1982-July 31, 1983
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Robot based manufacturing cell - the distributed computer command and control system
for the cell including the language interface to the human programmer and/or monitor.
Special emphasis on the integration of the cell control system with production and
assembly specifications contained in the manufacturer’s "computer-aided design base.”

Integrated [actory information system - Still higher levels of integration with the
factory-wide distributed database which is central to both the production and business
functions of manufacturing.

First Year Activities

The first year of effort is characterized by the following:

e Acquisition, installation, and building of complex hardware and software interfaces
between computer, sensor, and manipulator sub-systems which support the experi-
mental components of the research.

e A pattern of support intended to orient and extend aspects of the generic research
of twenty-two faculty to one or more of the above levels of the future manufactur-
ing environment and to do so in ap interdisciplinary way.

¢ Building of the support staff and high-quality cadre of graduate student research
assistants necessary, not only to the specific research goals of the project. but also
to the important by-product: production of trained manpower in disciplines vital
to enhancing our industrial productivity.

e Significant interaction with industry to discuss their problems, help orient our
research, describe our capabilities, and solicit their supplementary support.

The remainder of this summary will expand upon each of these dimensions of the
first year of effort.

Development of facilities for ezperimentation

In many ways the move toward computer integrated manufacturing is a natural
evoiution of the computer revolution now made more economically feasible by advances
in microelectronics. Core computing facilities are required to support algorithm develop-
ment and analysis, control of prototype subsystems of the manufacturing cell, and
shared-file authoring systems and electronic mail to enhance group coordination.

Year 1 of this effort involved the acquisition of two computers, a VAX 11/780 and
a VAX 11/750, and the integration into an existing computing cnvironment in order to
share expensive peripherals and communication networks. The larger VAX 11/780 is
being ue>d in a time-sharing mode for algorithm development and analysis associated
with robot simulation, control, and machine vision. The smaller VAX 11/750 is used as
the front-end for semsor data processing and for real-time control of the experimental
robots. Although a gift, and not purchased under the contract, an Intel 1APX 432
advanced, Ada "object-based” computer system is playing a key role iu rescarch related
to the command and control system for a manufacturing cell. Contract funds have sup-
ported the development of special interfaces (software and hardware) between this
machine, a vision system. and an ASEA RB 6 robot (also an industrial gift). Other
equipment purchased and installed in the experimental environment include a PUMA
600 robot arm with a wrist force sensor and servo driven hand, a DeAnza image process-
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:f-‘ ing system to augment the vision research facilities, and three graphics terminals.

AN

g Core Research

X The emphasis of the first year's activity was on enabling faculty with established
X credentials to focus their research efforts on important problems in robotics and
3 . manufacturing science. The specific important problems detailed in the proposal were

each allocated funds (approximate area levels developed in conjunction with AFOSR at
the time of awarding of the contract) for faculty and student support. This ensured
. broad interdisciplinary participation by both faculty and students. A particular
emphasis was placed on providing sufficient student support to allow progress to be
made in each area. The following sections briefly overview the progress in each of the
major research areas.

O
1':{‘ KA

. a

High-performance manipulators: structure and control

[Ty &t -

The extension of robot applications from relatively simple tasks such as pick and
place, painting, welding and machine loading to less structured and higher throughput
structures requires more understanuing of manipulator structure. dynamics, and control.
Enhancements are required in accuracy, repeatability. speed and energy usage; all in the
context of collision avoidance constraints. Higher fidelity mathematical models of the
complete manipulator are needed for two different but related purposes:

.
[N

é

o
PO

e as a tool to study the design of alternate mechanical structures, especially light-
weight, fast arms, and

CACACK R

. ' o as the nucleus of the real-time controller for manipulators.

During this first year, seven faculty have explored aspects of such models and their
translation into computer programs suitable for rapid evaluation both for mechanical
analysis and online control. Specific research tasks relate to the following:

.
Pors, L U

e [fficient robot arm kinematics and dynamics.

e Dynamic simulation of robot motions.
e Application of nonlinear systems theory to mechanical manipulators.
Optimal control techniques to enhance robot performance.

e Adaptive control of robot arms.

Ay 8 Oy by By
[ ]

e Manipulator compliance.

Achievements during the first year include

e Formulation of the dynamic equations of motion in forms which are amenable to
efficient computation.

ML

e Simulation of a 6 link robot including nonlinear friction effects.

% e
[ ]

Algorithms for optimal trajectory planning (in a minimum time sense).

O\
[ ]

New necessary conditions for robot optimization problems expressed in implicit
differential equations.

*an%

b e New cffective algorithms for adaptive (to load and position chauges) control.

AL TS

o

. e Dynamic modeling and simulation of a robot including flexibility (bending
N modes) in the linal link.
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Senasor subs--*ems

Among the many challenges confronting the realization of advanced robots and
automated manufacturing facilities, the need for improved sensor sub systems is one of
the most critical. Sensors represent the primary path by which data on the environ-
ment, activity, or process being performed is gathered, and in spite of increasingly
powerful processors, they are only as capable as their input data allows. With increasing
levels of automation, greater emphasis must be put on sensor accuracy and reliability as
well as their simple existence. In many cases, the needed sensors do not now exist, and
in most cases those that do are inadequate in performance, reliability, or both. Specific
research topics in these areas include

A WPV —N

e High-performance tactile imagers

e Silicon thermal imagers for process control applications

e High Performance edge detection.
e Dynamic scene analysis.
e 3-D surface reconstruction via vision.
e Optimal feature matching for visual recognition of objects.
e Application of optical processing to robotic vision.
Specific achievements during this reporting period include

e Several 2 x 2 tactile ccll arrays have been built and tested, and an 8 x 8 tactile
array has been designed.

Several prototype thermal imagers have been built and preliminary tests indicate
an ability to detect a 1 deg. C change in 1 sq. cm at a distance of 20 meters.

e A new edge detector has been developed. Comparisons indicate that it is signifi-
cantly superior to others.

s A real-time motion parameter estimation system has been developed and used to
track a moving object in a sequence of visual scenes.
e The feasibility of obtaining motion information [rom characteristics of optical

flow without computation of optical flow itself has been established.

e A visual recognition system using an optimally weighted matching of boundary
segments of an image against those of a model has been developed and used to
recognize highly occluded parts.

L

»
LI

A technique for projecting partially incoherent light fringes on a surface using a
diffraction grating has been developed. [From these fringes three dimensional
surface information can be obtained.

RN e I ]

Special purpose computers and languages

Vision, force and tactile sensors are being developed and incorporated into robot
systems, more precise control schemes are under development and the interaction of

robot systems with computer aided design and other computer aided engineering data- ‘
bases offer the potential of placing considerable intelligence in {uture robot systems. o
With these developments, however, comes greatly increased demands for computational I

capability and greatly increased complexity of both the hardware and software systems
required. Future systems will certainly use multi-processing, with a number of them

Annual Report vi August 1, 1982-July 31, 1983 )




being special purposes and devices designed to achieve needed processing speed for com- j
putationally intensive subtasks, and the software necessary to operate these systems will 4
be very large and complex in comparison to today's systems. Topics in this context '
under investigation are !

e Special processors for vision processing.
bl

e Graphical programming of robots.

e The use of Ada as the basis for a robot programming language.

e The use of object based computer systems for robotics.
Achicvements in these areas during the first year include.

e A case study has been performed on a vision procedure for oécluded parts to
study possible multiprocessor implementations. As a consequence, a specific
implementation will be begun during the next year.

e A prototype graphical robot programming system has been developed using an
IBM personal computer.

e As a test, a vision system was implemented in Ada on an Intel 1APX 432 and an
Ada package structure to support simple robot programming designed.

e A multiprocessor object based structure was designed and implemented to con-
trol a TV camera for a vision system and coutrol an ASEA RB 6 robot.

Sensor-based robot systems

As shown earlier in Figure E-2, the generic rescarch in the three task areas cited :
above provide underpinnings for sensor-based robot systems. Such systems are important
components of the manufacturing cell - a building block of the integrated factory. Dur-
ing the first year, the majority of work has been in the predecessor areas, however., we
do have a marriage of work in force [eedback robot control for active compliiance inser-
tion processes. A control strategy based upon "learning machine” pattern recoguition
techniques was developed to make decisions based upon wrist force sensor data. A
PUMA robot arm has been equipped with such a sensor, and computer interfaces and 1
calibration software were completed.

Robot-based manufacturing cell

The next level of integration in the model of Figure E-2 is the cell level. Task areas
supporting this level include

e Algorithms for extracting information from CAD/CAE databases to aid in plan-
ping and programming robot and sevsor actions. J

e Multiprocessor computer architectures to support complex confligurations of
equipment in maaufacturing cells.

e Generalized problem-solving using heuristics

f e e ———

Accomplishments during the first year include

e Criteria for good gripping positions on objects have been developed and algo-
rithms determined and implemented for extracting the gripping positions from
(CAD generated) geometrical models of the objects. |

o A theoretical model has been developed for determining the probability of find-
ing an object in a given stable position. Fxperimental results match those of the
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model very closely (usually within 1).

e Vision. robot and CAD based control subsystems of an experimental robot cell
have been completed.

e A heuristic approach to generalized problem-solving has been devised which per-
mits parallelism and simplification in evaluation of distance of a given problem
state from the goal problem state.

Integrated factory information system

The highest level of integration, largely the domain of the CRIM Management Sys-
tems division, is conducting research in the areas of

e Knowledge based systems
e User interface to complex distributed manufacturing databases
e Requirements analysis for complex distributed databases.

First year effort has yielded:

e A technique has been devised in which the semantics of data and user queries at
each site in a distributed system are exploited as a means of partitioning the
relations about the entities in the database. and in which a mathematical pro-
gramming technique is used to optimally allocate the fragments across the net-
work.

e To assist unsophisticated users in accessing information in a complex database, a

form specification/query language, similar to the relational calculus which pro-
duces a form schema has been designed.

e A survey of manufacturing organizations has been conducted to determine the
nature of the manufacturing related information and information dissemination
methods currently in use.

A summary of personnel directly supported under this program is shown in Figure E-3.
Modes of interaction between CRIM and the outside include:

o Joint woks with the Industrial Technology Institute
e Industrial contracts

¢ Industrial executive briefings

o Industrial affiliates program

e International seminar series

e Scholarly publications and meetings.

Plans for the Second Year

The second vear of effort will emphasize the migration of research results from the ‘
upper blocks of figure E-2 into the lower.
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model very closely (usually within 19).

e Vision. robot and CAD based control subsystems of an experimental robot cell
have been completed.

e A heuristic approach to generalized proble. -olving has been devised which per-
mits parallelism and simplification in evaluaiion of distance of a given problem
state from the goal problem state.

Integrated factory information system

The highest level of integration, largely the domain of the CRIM Management Sys-
tems division, is conducting research in the areas of

e Knowledge based systems
e User interface to complex distributed manufacturing databases
e Requirements analysis for complex distributed databases.

First year effort has yielded:

e A technique has been devised in which the semantics of data and user queries at
each site in a distributed system are exploited as a means of partitioning the
relations about the entities in the database. and in which a mathematical pro-
gramming technique is used to optimally allocate the fragments across the net-
work.

e To assist unsophisticated users in accessing information in a complex database, a
form specification/query language, similar to the relational calculus which pro-
duces a form schema has been designed.

e A survey of manufacturing organizations has been conducted to determine the
nature of the manufacturing related information and information dissemination
methods currently in use.

A summary of personnel directly supported under this program is shown in Figure E-3.
Modes of i.teraction between CRIM and the outside include:

e Joint woks with the Industrial Technology Institute
e Industrial contracts

¢ Industrial executive briefings

o Industrial affiliates program

e International seminar series

e Scholarly publications and meetings.

Plans for the Second Year

The second year of effort will emphasize the migration of research results from the
upper blocks of figure E-2 into the lower,
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PERSONNEL
Faculty
e 8 Professors
G e 3 Associate Professors

e 6 Assistant Professors

Graduate Students

o e 24 PhD Students (4 started summer 1983)

:‘:: e 11 Master’s Degree Candidates (4 started summer 1983)
e 5 Undergraduate Students (3 started summer 1983)

Staff

e 1 FTE Research Engineer

e 1 Systems Programmer

e 1 Technician

e 150% Administrative Assistant

e 2.5 FTE secretaries
Figure E-3.
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1. Introduction and Summary

,

-

1.1. Introduction

The College of Engineering of The University of Michigan formed the Center for
Robotics and Integrated Manufacturing (CRIM) in 1981 to address major technological
problems facing United States industry and to help produce the trained engineers and
. researchers needed to revitalize American industry. [Following ianitial support by the
State of Michigan this contract provides the cornerstone of funding upon which the
Center is being built. This report summarizes the activities of the first year of the
contract and describes the directions to be pursued during the second year.

Manufacturing science is not a single narrow discipline. Rather it is a synthesis
of techniques from a broad range of arcas, from materials and processes through com-
puter science. The treatment of manufacturing science by researchers and academi-
cians must be correspondingly broad. Indeed, some problems will only be solved by
bringing together expertise from multiple areas. Morcover. the applied nature of the
subject argues for a tight interaction among research, education and applications. for
it is a synergism among these three that is necessary to achieve the technological
advance and training so badly needed by U.S. industry.

In accordance with this view of manufacturing science, there are three important
aspects to the manufacturing science activity at Michigan, a broad multi-departmental
approach to the research, a strong graduate educational component, and a close
interaction with industry. The breadth of faculty ecxcellence in arcas related to
manufacturing is a unique compouent of the project and the synergism which is result-
ing from drawing these activities togcther into a coordinated activity is beginning to
yield significant results.

The research is based on this broad range of existing excellence. Numecrous
faculty in the College have expertise pertinent to robotics and manufacturing, snd a
desire to dircct their expertise toward these arcas. The current project has provided a
focus for these activities and has become the foundation upon which the Center is
being built. Furthermore, the College and University have made a major commitment
to faculty expansion in this area, including the hiring of top rate senior people. Dur-
ing the first annual contract period eight new faculty were brought to the College in
robotics and manufacturing, several of whom are directly participatinz in the project.
Research into a number of new areas {discussed in subsequent sections of the report)
have been begun, and significant results are beginning to appear.

The contract indirectly supports the academic activitics in two ways. First.
through the support of a large number of graduate research assistants, it cnsures the
existence of a gradunate student body being trained in research and application of tech-
nology to manufacturing scicnce. Second, the fact that the research is directed by
faculty members leads to rapid assimilation of research results into the curriculum.
This structurc also facilitates the growth of an active academic program in manufac-
turing science that spans several departments and provides students substantial
expericnce with research and devclopment projects.

The industrial interaction componeut of the Center is important in order to briug ]
a relevance to real problems to the research. This interaction has been brought about
through the development of an industrial affiliates programs in several subarcas of
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CRIM, such as Robotics, Adaptive Control, Surface Finish, and through an intensive
e effort to obtain major new funding from industrial sources. Simply the existence of
the project strengthens these interactions. Research supported under the project is
reported to the Affiliates, and ideas started under this project have received expanded
support from industry.

Ry

S
o 1.2. Overview of First Year
T

The activities of the first year included a mixture of: expanding subprojects ini-
‘r:‘_:-‘ tiated with our State startup funds, building the experimental facilities needed for
;:t_.' many of the research areas, bringing faculty "up to speed” in the application of their
BN expertise to the robotics and manufacturing science area, and building a base of gra-
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duate students who are involved in the area. In addition, since it is recognized that
while this contract is the cornerstone of our efforts there must be significant research
funding from other sources, considerable cffort was spent seeking additional funding.

There are two categories of accomplishments during the past vear, those which
are the direct consequence of AFOSR funding, and those which have not directly
involved AFOSR funding, but whose occurrence was at least partially influenced by
the existence of the project. The direct funding of the contract is focused on the
Robotics and Management Systems activity of the Center. The following has been
accomplished:

e Building of an extensive computing and experimental environment

e Initial results in laying a firm theoretical foundation to robot control and the '
development of new algorithms for both nonlinear and adaptive controls

e Design of high performance tactile and noncontact temperature sensors

e Development and implementation of new high performance algorithms for cdge
detection, motion prediction and dynamic scene analysis

e Development for and partial implementation of CAD driven robot/vision cell
e Development of preliminary graphic robot programming systems

e Development of algorithms for distributed knowledge base data assignment and
heuristic problem solving

e Design of systems to generate interface forms between users and manufacturing
databases

e 29 papers presented at significant conferences

e 6 papers appeared in or accepted for review journals (review cycles necessarily
keep this number small during the first year)

e 10 papers currently under review {or journal publication
e 2 Ph.D. graduates

e 7 M.S. graduates (there will be a2 number of December 1983 graduates which do
oot appear in this total)

¢ Participation in 4 national meetings and workshops (other than conferences)

e Direct involvement of 40 graduate students in AFOSR research projects
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(Again, the numbers above reflect AFOSR support, not totals for either CRIM or the
Robot System Division)
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The first year's activities have also seen the beginning of collaborations among
faculty with different backgrounds to address complex problems. Work on the formu-
lation of equations of motion and control strategies has affected work on robot simula-
tion, and in turn the simulation system devcloped will be used to test control stra-
tegies in the future. Computer architects are working with the vision group to pro-
duce more efficient vision systems. An expert in computer aided design and computa-
tional geometrics is working with computer engincers to produce a model driven robot
system. And various groups of people in the same area are working together. Further
collaboration is expected during the second and third years of the contract.

In the category of accomplishments that have been influenced by the AFOSR
contract are the following:

e 5 students have full or partial fellowship support from U.S. industry to work
in our program

e 21 students who have at least partial internal fellowship support, their own
support or teaching assistant support are participating in our program
e Membership in the Robotics Industrial Affiliate Program iucreased from 6 to 11

e Major research support has been osbtained from ¢two major industrial sponsors.

1.3. Report Organization

Section 2 describes the computational and laboratory facilities which have been
developed to support the CRIM research activities. Section 3 reviews all of the
research activities support by the contract. Publications and conference papers are
listed in section 4. Personnel supported by the project are given in section 3. and cou-
pling activities among participants in the project and with other organizations are
present in section 6.
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2. Facility Development

AR RPN | LAY

A major part of the contract during the first year was for the acquisition and
installation of a broad base of equipment to augment the facilities already available.

A4
LR

. yel s . . . '

» As most of the facilities acquired cither were computational themselves or attached to a
;:: computer, it was necessary to expend considerable cffort in configuring the systems and
-3 making the facilities operational. To put the new facilitics in proper perspective, Sec-

tion 2.1 describes the previously existing facilities. Section 2.2 then describes the new
facilities acquired under this contiact.

2.1. Computer and Image Processing Research Network
and Computing Center Facilities

Shared facilities with other members of the Electrical and Computer Enginecring
Department and the Medical School are provided by the Computer and Image Pro-
cessing Research Network (CIPRNET). CIPRNET was crcated by several research
equipment grants from the National Science Foundation {over $300.000). internal
funding from the Office of the Vice-President of the University (approximately
$250,000), funding from the College of Engincering and funding from the Medical
School. It serves the research needs of the founding units, with instructional activities
permitted only when they require the unique facilities of CIPRNET.

CIPRNET was established to provide badly needed research computing and
image processing facilities. It has grown to provide a base for the robotics activity as
well. The major facilities in CIPRNET are:

e a VAX 11/780 with 4 megabytes main memory (soon to be & megabytes) run-
ning the UNIX operating system

e 900 megabytes of disk
e an 800/1600 bpi tape drive
e a Printronix 600 lpm printer/plotter .

e 2 Benson Varian 200 dot/inch printer/plotter

e a Hamamatsu digitizing camera

PV~ N

e a Ramtek color display system

Pt

R AR

e 2 DeAnza image display and digitizer

e 2a Cytocomputer image processing device

e aPDP 11/60 (used as a communications computer)

e 2 Unimation 560 robot arm

The system has becn operational since Spring of 1980 and is heavily used. -
]
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e 2.2. New Facilities
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A The facilities described above, while of great importance to the robotics research

effort, are very heavily used and it is difficult to obtain adequate access to them.

> Further, they do not provide all of the special devices needed for the research activi-

iq-.‘_.- ties of CRIM. The equipment acquired under this contract is intended to address

g'.;' these problems. It may be divided into the following categories:

o ~a A

;,- e gencral computing support

‘ e real time computing support

SRS . . . .

4."('\ e image processing and vision system

“u "W

}f'.j- e expanded robot facility

',"";";_ s graphics display terminals for information processing

o [n addition to the equipment purchased on this contract. significant equipment gifts

3! have been obtained from Intel and ASEA, and a new contract with IBM will bring an

'::{" IBM 7565 robot to the laboratory. Figure 2.1 shows the combined facility.

-\‘ . v -

Yy To support the general computing needs of CRIM, a DEC VAX 11/780 computer

= was purchased. Through internal support. it was possible to add 450 megabytes of

g disk to the system (the original purchase only was only sufficient to store the operat-

"{{- ing system, with no space for users). The new 780 has bcen networked to the

.jf-}_. CIPRNET 780 over a 1 mpbs network using the UNIX networking software provided

;-:.:- by Purdue, thus making the facilities of CIPRNET availuble on line. Terminal access
‘ to the system is widespread. Most researchers have terminals on their desks, as do all

- of our secretaries and technical support personncl. All student office areas have termi-

. nals and public terminals and dial-np access are available.

-

Py

The real time computing support acquired is in the form of a VAX 11/750. This
system also runs UNIX and is networked to the two 11/780’s. It is available for gen-
cral use for CRIM personnel, except that it may be reserved for dedicated single user
x operation. it is interfaced to one of our Unimution PUMA robots and is used in single

AR
»

ﬁ\: user mode for experiments with the PUMA.
f-::: The image processing and vision systems include a fully cocfigured DeAn:za
:'_.-: [P6400 image display/processor. This system is attached to the VAN 11/780 but is
- capable of various real-time processing tasks independent of the VANX. The fucilities
also include various hardware to acquire image sequences and digitize them with the
-":;:: DeAnza. The heart of the system is a Eigen video disk capable of storing 300 frames
"o (10 seconds) of an image sequence. Each frame is individually addressable by the
;.::. DeAnza/VAX. Two Fairchild CCD area cameras are also available for vision research.
A We have developed over five mman-years worth of software for the DeAnza sys-
,‘ tem. We also have over twenty man-years worth of image processing/machine vision
:'. software devcloped for the CIPRNET wmachine available on the CRIM VAX.
_‘_E: The robot facilitics were expanded to include a second PUMA 600 series robot
5 arm a wrist force sensor and a two degree of freecdom servo driven hand for the robot
Py is on order. The new robot has been fitted with the wrist sensor. and interfaced to

v

the VAX 11/750 computer, and is being used, among other things, for experiments an
active compliance using force fcedback. In addition, ASEA has donated zn RB 6

P

o~

o

o
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o

4

Annual Report 6 August 1, 1982 - July 31, 1983




)
UK t
O]
o

¥

'a"‘- A N
[ P

" N ."'b"','
Pl A A S

Y-

X7
-

A I AT AP S e A R RN A A i BRI SRR I I eI

st e Y

f N\ \
COMPUTER & IMAGE ROBOTICS RESEARCH LABORATORY
PROCESSING RESEARCH
NETWORK (CIPRNET) 1z

0 nloloBloloblo
K-11/708
Rantak oy
Color Computer
Cispley
Hananetsu
Oigitizing
Canera
__J

for ™
AFOSR PURCHASE Ranufecturing
Cell Contol
i owsTaaL erF
G.E. ||
Canera

—

Figure 2.1

robot to the University, and a recent contract with IBM is bringing.a 7565 robot to
the laboratory. The ASEA robot has been interfaced to the Intel IAPX computer
equipment (sce below) and is being used for a variety of experiments. The IBM 7565

will arrive shortly and be used for cxperiments on assembly and the design of parts for
assembly.

Graphic interaction with computer systems has been proven to be a natural and
effective way for humans to communicate with computers, and is at the heart of
several significant aspects of the research cffort. The terminal facilities for communi-
cating both with the VAN computer systems and with the University Amdahl 5860
were expanded to include three high quality Tektronix vector graphic display stations.
These are being used in a number of the research activities.
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Intel Corporation has donated an iAPNX 432 computer system consisting of four 4
general data processors, 1.5 megabytes of memory, three interface processors, a series 3 i
development system, an 86/330 development system and components from which to
construct several attached processors to the system. The system is Intel’'s new 32 bit
multi-processing object based microcomputer system. Experiments are under way on
the use of object based systems for implementing manufacturing cells and on the use
of computer aided design (CAD) information for driving robot cells using this equip-
ment. A frame grabber for a GE TN2500 camera has been designed, built and inter-
faced to the iIAPX 432, and the ASEA RB 6 interfaced to the 432 as well. This effort
was some of the first actual interfacing of equipment other than standard peripheral
devices to the 1APX 432, and required extensive interaction with Intel to complete.
The current version of the system uses the release 3 of the 432 hardware and version
2.0 of the Ada compiler scheduled
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3. Research Activities

The research supported by this contract involves two of the divisions of CRIM,
the Robot Systems Division and the Management Systems Division, though in several
cases there is joint work which spans tke two divisions.

The principal long term goal of the research in the Robot Systems Division of
CRIM is the architecture of intelligent sensor based robot systems. This goal is inter-
preted in its broadest sense, encompassing comprehensive research on subsystems which
will comprise advanced robot systems, algorithms for intelligent use of sensor informa-
tion, and the implementation of robot systems of evolving complexity (beginning with
enhancements to current robot systems). Important research topics range form highly
sophisticated and accurate control algorithms for arm motion, development of new
types of sensors, use of advanced sensor information, to higher level languages for robot
control, and integration of robot systems with CAD databases. This comprehensive
view of research is necessary to achieve our long term goals: there are many significant
problems to be overcome. Figure 3.1 shows how individual subprojects relate to our
long term goal.

The Management System Division is principally concerned with the use of com-
puter based information systems in many areas in manufacturing: inventory and
material control, purchasing, quality coutrol and assurance, design, assembly coutrol.
routing, etc. These various applications are frequently carried out separately. on dif-
ferent computers, with programs in different languages, using various files and data-
bases. The applications, however, are often related in that the outputs of onc applica-
tions are the inputs of the others. It is generally accepted that further productivity
gains could be made if the various systems including data from computer aided design,
manufacturing and the decision support systems for the control and mounitoring of
processes were to be appropriately combined into an integrated information -vstem.
This integration is one of the principal concern of the Management System Division.

Although hardware technology (including communication) is already available for
such integration. there are significant other problem areas that need to be addressed
before a fully integrated manufacturing information system can be developed. For
example integration, in practice, may be difficult to achieve because there may he many
alternatives whose consequences are difficult to predict, or. applicatious are often
developed independently of each other and at different times. Expericnce in data pro-
cessing applications, however, indicates that successful integration of computer based
applications is possible through a logicully integrated database and through proper
choice of the optimum database structure (schema). This also is not easy even in rela-
tively well understood and standard data processing applications partly because of the
complexity of the real world that is being modeled by the database schema. In view of
this, the objectives of the project are as follows.

The general objectives of the Management Systemn Division are to develop new
knowledge and determine novel extensions of existing principles for the development of
manufacturing information systems. These systcms would support the informational
havdling and decision-making activities of both human supervisors and the integrated
manufacturing system. The activities require that the humar, machine utilization of
these systems by manufacturing personnel at various levels within an organization be
understood and specified. More specifically the objectives are to research specific issues
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which would lead to the development of a methodology for the design and development
of an integrated information system.

The following section will review the specific problems addressed during the last
year and the progress made.

3.1. The Control of Mechanical Manipulators

Current manipulator applications such as material-handling (pick and place),
spray painting, spot/arc welding and machine loading/unloading, place only moderate
demands on control technology. [Future tasks such as sensor driven small part assem-
bly require that much more attcntion be given to manipulator structurc, dynamics
and control. Accuracy, rather than repcatability, will become one of the key perfor-
mance measures. The current treatment of each joint as a simple servomechanism is
inadequate because it neglects gravitational loading of the links, the dypamic interac-
tions among the links and all sources of mechanical compliance. The result is reduced

‘IA
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4
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servo response speed and damping, which in turn limits the precision and speed of the
end-effector. Significant gains in manipulator performance require the consideration of
structural dynamic models, sophisticated control techniques, and the exploitation of
advanced computer technology.

These problems are addressed on several different, but coordinated, fronts,
including:

e Accurate modelling of robot arm kinematics and dynamics: different formula-
tions of rigid-body equations, vibrational dynamics, discontinuous nonlineari-
ties, actuators effects.

e Computer simulation: development of special software packages, utilization of
ultra-high-speed computers, graphics display techniques.

e Nonlinear multivariable control: decoupling methods, stability improvement
treatment of discontinuous nonlinearities, computer-aided design.

e Optimization of robot arm motion: constraints on control and state variables,
different optimization criteria, numerical methods, practical implications, good
suboptimal motions.

e Adaptive control: feedback gain modifications. load sensing, process modelling
and identification.

e Mechanical compliance: characterization of the sources of mechanical compli-
ance and control of their effects on manipulator motion control.

Several other important problems in manipulator control, such as accurate
modelling of robot arm motion and computational complexity, are embedded within
the studies on the above problems. The following paragraphs will describe each of
these activities.

3.1.1. Efficient Robot Arm Kinematics and Dynamics
Professor C.S.G. Lee

The Problem and Research Objectives

The implementation of advanced control strategies for robots is dependent upon
the existence of cfficient robot arm kinematics and dynamic models. In general, a
robot servo system requires the reference inputs to be in joint coordinates while a
task is usually stated in terms of the Cartesian coordinate system. Hence, controlling
the position and orientation of the end-effector of a robot arm to reach its object
requires the understanding of the kinematic relationship between these two coordi-
nate systems. Two fundamental questions of both theoretical and practical interest
in robot arm kinematics are:

(1) For a given manipulator, given the joint angle vector q{t) = (¢,(#).q(8). - - - .q{)T
and the geometric link parameters, where n is the number of degrec-of-freedom,
what is the position and orientation of the end-cffector of the manipulator with
respect to a reference coordinate system?
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(2) Given a desired position and orientation of the end-effector of the manipulator
and the geometric link parameters, can the manipulator reach the desired
prescribed manipulator hand position and orientation? And if it can, how many
different maunipulator configurations will satisfy the same condition, and how
should the the right configuration be selected?

An integral part of this research is focused on the second problem, namely (inverse
kinematics (or arm solution) problem, in finding a consistent closed-form joint
solution for industrial robots with rotary joints.

Correspondingly, a priori information needed for manipulator-control analysis
and manipulator design is a set of closed form differential equations describing the
dynamic behavior of the manipulator. The issues recur through most of the research
efforts in simulation and control. The objective is to obtain an efficient set of closed
form motion equations from which an appropriate controller can be designed to con-
trol the robot arm in real time.

Approach and Status of the Research Effort

Robot Arm Kinematics

The joint solution problem can be solved by a matrix algebraic, iterative, or
geometric approach. Several investigators have attempted to solve the problem for
the PUMA! and Stanford robot arms using the matrix algebraic approach [1-3].
Although the approach is general enough for most industrial robots, it suffers from
the fact that the solution does not give a clear indication of how to select the correct
solution from the several possible solutions for a particular arm configuration. The
user often needs to rely on his/her intuition to pick the right answer. The iterative
solution (6] often requires more computations and it does not guarantee convergence
to the correct solution, especially in the singular and degenerate cases. Furthermore,
there is no indication on how to choose the correct solution for a particular arm con-
figuration.

If the manipulator under consideration is simple, that is the geometry of the
first three joints has revolute or prismatic pairs and the last three joint axes intersect
at a point, then the geometric approach presents a better approach for obtaining a
closed form joint solution. Our research is directed toward obtaining a consistent
closed form joint solution for industrial robots with six rotary joints using the
geometric approach. The approach calls for the definition of various possible arm
configurations based on the link coordinate systems and human arm geometry.
These arm confligurations are then expressed in an exact mathematical way to allow
the construction of three arm configuration indicators (ARM, ELBO\, and WRIST)
and their corresponding decision equations. The arm configuration indicators are
prespecificd by a user for finding the joint solution. These indicators enable one to
find a solution from the possible four solutions for the first three joints, and a solu-
tion from the possible two solutions for the last three joints. The solution is calcu-
lated in two stages. First a position vector pointing from the shoulder to the wrist is
derived. This is used to derive the solution of the first three joints by looking at the
projection of the position vector onto the x,_,-y,, (i = 1,2,3) planc. The last three
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e joints are solved using the calculated joint solution from the first three joints, the
~) . . . . . . .

" orientation matrices, and the projection of the link coordinate frames onto the
.-

X, -y (i = 4.5,6) plane. With the assistance of the configuration indicators and the

. arm geometry, one can easily find the arm solution consistently. The validity of the
arm solution has been simulated and verified on a VAX-11/780 computer. With
appropriate modification and adjustment, the user can generalize and extend the
method to most present day industrial robots with rotary joints and obtain the arm
solution easily. Details about the joint solution of a six-axis PUNA robot arm are
given in [7].

‘¢

Robot Arm Dynamics

Various approaches are available for formulating the robot arm dynamics, such
as Lagrange-Euler (L-E) (8-10], Newton-Euler (N-E) [11-168], and Recursive Lagran-
gian (R-L) [17], though mainly two approaches are used by most researchers - the
Lagrange-Euler and the Newton-Euler formulations.

The derivation of the dynamic model of a manipulator based on the Lagrange-
Euler method is simple and systematic. The dynamic equations of motion are
obtained from known physical laws and physical measurements of link inertias and
parameters. Assuming rigid body motion, the resulting dynamic equations of motion,
excluding the gear friction and backlash, are a set of second order coupled nonlinear
differential equations. Bejczy [9] has shown that the above dynamic cquations of
motion for a six-link Stanford arm are highly nonlinear and consist of inertia loading,
coupling Coriolis and centrifugal reaction forces between joints, and gravity loading
effects. Furthermore, these interaction torques/forces depend on the manipulator's
physical parameters, instantaneous joint configuration, and the load it is carrying.
Because of its explicit matrix structure, this formulation is appealing from a control
viewpoint in that it gives a set of state equations. This form allows one to design a
control law that compensates all the nonlinear effects easily. Computationally, how-
ever, these equations of motion are extremely inefficient for real-time closed-logp con-
trol as compared with other formulations [18-19], and real-time control based on the
"complete” dynamic model has been found difficult to achieve if not impossible [18].

To improve the speed of computation of the control law, simplified sets of equa-
tions have been proposed by other investigators [9,10,20,21]. In gencral, these
"approximate” models simplify the underlying physics by neglecting second order
terms such as the Coriolis and centrifugal reaction terms. Bcjezy and Paul have pro-
posed a simplified model which neglects the Coriolis and centrifugal forces and the
off-diagonal elements of the "mass” matrix [9,10], This approximate model greatly
simplifies the computation, and real-time feedback control on a Stanford arm with a
sampling frequency of 60 H: was found feasible [9,10]. However, this only applies to a
specific robot arm, and when used in control purposes for other types of robot arm,
they give suboptimal dynamic performance restricting arm movement to low speeds.
At high arm speeds the neglected terms become significant, making the accurate posi-
tion control of the robot arm more difficult [22].

As an alternative to deriving more efficient equations of motion, several investi-
gators turned to Newton's second law and developed various forms of Newton-[uler
equations of motion [11-16]. The derivation was based mainly on the "moving coor-
dinate systems” and d'Alembert’s Principle. The resulting dynamic equations,
excluding the gear friction and backlash, are a set of compact forward and backward
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recursive equations. This set of recursive equations can be applied to the robot links
sequentially. The forward recursion propagates kinematics information (such as
angular velocities, angular acceleraiions, and linear accelcrations) from the base refer-
ence frame (inertial frame) to the end-effector. The backward recursion propagates

MO PERSTR

the forces exerted on each link from the end-effector of the manipulator to the base
~ reference frame and the applied joint torques are computed from these forces. \
':'.:: Because of the nature of the formulation and the method of systematically comput- \
::' ing the joint torques, computations are much simpler. The most significant of this 4
o modification is that the computation time of the applied torques is found linearly ‘
- proportional to the number of joints of the robot arm and independent of the robot ]
,::;- arm configuration. This enables the implementation of simple real-time control algo- 1
F‘_:t rithm for a robot arm in the joint-variable space. '
':{ The inefficiency of the equations of motion as formulated by the L-E method
ol

comes mainly from the 4X4 homogeneous matrices describing the kinematic chain
(18], while the efficiency of the N-E formulation can be seen from the vector formula-
tion and its recursive nature. To further improve the computation time of the
Lagrangian formulation, Hollerbach [17] exploited the recursive naturc of the Lagran-
gian formulations. However, the recursive equations destroy the "structure” of the
dynamic model which is quite useful in providing insight for the controller design and
manipulator design. For control analysis, one would like to obtain an explicit set of
closed form differential equations that describe the dynamic behavior of a manipula-
tor and the interaction and coupling reaction forces in the equations can be easily

Approach Lagrange-Euler Newton-Euler Generalized d'AlomborF
128n4+ 512"3 1_3_n3+ 105n2
Multiplications 3 3 1325 6 2
739 - . 160 268
+ —nc+ — =—
3 3 n + 3 n + 69
93—8n° + 181, 808 + 4402
Additions 8 1110 -4 3
5§89 4
+ 889 ,2, 248, + 148, , 45
3 6
Kinematics 4x4 Homogeneous Rotation Matrices Rotation Matrices
epresentation Matrices and Position Vectors | and Position Vectors
Equations of Closed-form Recursive Closed-form l]
Motion Differential Equations Equations Differential Equations s

L j

where N = number of degrees-of-freedom of the robot arm

Table 1 Comparison of Robot Arm Dynamics Computational Complexities
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t-:'.'_é identified so that an appropriate controller can be designed to compensate ( or
e counter-balance ) their effects.

To obtain such an efficient set of closed form equations of motion, an approach
based on the generalized d’Alembert Principle is proposed. This research effort leads
to the development of the generalized d'Alembert equations of motion (G-D) for
mechanical manipulators with rotary joints. The method utilizes vector approach to
increase the computational efficiency. It uses relative position vector and rotation
matrix representation to describe each link's kinematics information, obtain the
kinetic and potential energies of the robot arm to form the Lagrangian function and
apply the Lagrange-Euler formulation to obtain the equations of motion. These equa-
tions, when applied to a robot arm, result in an efficient and explicit set of closed
form second order nonlinear differential equations with vector cross product terms.
They give fairly well "structured” equations of motion suitable for control analysis
and manipulator design. The interaction and coupling reaction forces/torques
between the neighboring joints of a manipulator can be easily identified as coming
from the translational and rotational effects of the links. \Vith this information,
either a simplified dynamic model can be developed or an appropriate controller can
be designed to compensate the nonlinear effects. Computational complexities of
these three robot arm formulations are tabulated in Table 1.

The main objective of developing the G-D equations of motion is to facilitate
manipulator control analysis and manipulator design. Similar to the L-E equations of
motion, the G-D equations of motion are explicitly expressed in matrix form and all
the interaction and coupling reaction forces that are present in a manipulator can be
easily identified. Furthermore the elements in the D, matrix (the acceleration-related
terms), the #;*" the H;* (the Coriolis and centrifugal terms), and the G, (the gravity
loading terms) vectors can be clearly identified as coming from the translational and
the rotational motion of the links. This greatly aids the construction of simplified

dynamic model for control purpose. For example, for a PUMA or T3" robot arm, the
elements of the D, matrix come from the translational and rotational effects of the
links. These effects depend on the joint variables and the inertial parameters of the
manipulator. For the first three joints (4,,6,,0;), because of their usually long link
length for maximum reach and long distance traveled between the initial position and
final position, the effects of translational motion will dominate the rotational motion.
In coatrast to the first three joints, the rotational effects will dominate for the last
three joints. Hence, one can sirplify the computation of the D, matrix by coansider-
ing only the translational effects for the first three joints and the rotational effects
for the last three joints. Similarly, one can evaluate the contribution of H"*" and H"
and eliminate their computations if they are insignificant. The resulting simplified
model retains all the major interaction and coupling reaction forces at a reduced
computation time and greatly aids the design of an appropriate control laws for con-
trolling the robot arm.

Current industrial robots are designed kinematically to reach any given point in
their specific workspace without considering the efficiency of the dynamics ard con-
trol strategies. Since physical link parameters play an important role in determinat-
ing its sphere of influence and the magnitude of the interaction and coupling reaction
forces between joints, it is important to choose these parameter values properly so

°T3 is a trademark of Cincinnati Milacron
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that the dynamic coefficients used in the coutroller can be computed rupidly to
obtain the necessary applied torques to the joint actuators. The G-D equations of
motion can be used extensively to verify the effects of the links' length, the link incr-
tia, and location of the center of mass on the magnitude of the interaction and cou-
pling reaction forces betwecn joints. Based on these findings, one can design a robot
arm with a simplified dynamic model for control purpose.
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The above research was performed with discussions with Professor M. A. Chace.

."if"

Future Work

Future research will be directed toward investigating consistent rules for obtain-

Y ing simplified dynamic models from the generalized d’Alembert equations of motion
e for control purposes. The significance of this work can be demonstrated by designing
t sophisticated control laws based on the simplified motion equations. Furthermore,
] control laws based on simplified motion equations may be realized by present day low
. cost microprocessors such as Motorola MCG68000 or Intel 8086/8087.
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3.1.2. Simulation

Effective simulation of robots is an extremely important factor in the design,

checkout, and potentially, the operation of robot systems. A robot design, including
the complete control system, can be tested using simulation and modified as neces-
sary prior to commitment to prototype construction. Real time simulation can be
used to test subsystems such as joint actuators in the simulated environment in
which they will be operating. Real-time simulation can also form part of an actual
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robot control system using feed-forward control. Faster-than-real-time simulation
permits predictive display of robot performance, which could play an important role
in remote manipulators.

The simulation of complex robot structures has been approached from two
points of view. One approach emphasizes the inclusion of nonlincar friction effects,
control law dynamics and real time operation. The second emphasizes incorporation
of the robot simulation in a general large displaccment dynamics simulation system.
Both include dynamic structural modes and the complete dynamic equations of
motion.

3.1.2.1. Real Time Simulation
Professor R.M. Howe

Research Objectives

The objective of this research activity is to develop improved methods for com-
puter stmulation of robots with particular emphasis ou real-time simulation. It is
planned eventually to use the real-time simulation for hardware-in-the-loop testing
of robot components as well as mechanization of sophisticated digital control algo-
rithms. The real time simulation will be carried out using an AD-10, which is an
extremely fast pipelined, multiprocessor computer with architecture optimized for
solving ordinary differential equations. It is planned to include dypamic structural
modes in the simulation as well as nonlinear friction effects.

Status of the Research Effort -- Real Time Simulation

As prepartion for development of a real-time robot simulation on the AD 10, a
nonreal-time simulation of a six-link robot has been successfully programmed and
run on a PDP-11/34. This simulation provides not only solutions against which AD
10 solutions can be checked, but also allows study of various algorithms for invert-
ing the inertia matrix. The program is based on the Ncwton-Euler formulation of
manipulator dynamics and includes the mechanization of linear control laws for the
joint actuators. Complete simulation of typical 1 second transicnt maneuver
requires approximately 10 minutes of PDP 11 time. It is expected that this model
will run faster than real time on the AD 10.

To establish the reliability of the PDP 11 simulation the solutions were com-
pared with other published results. To facilitate this comparison an algorithm
based on a Lagrange formulation was also implemented. As a result of these efforts
favorable comparisons have been demonstrated and confidence in the validity of the
PDP 11 simulation has becn established.

A significant portion of the computational time for each numerical integration
step in the simulation is required for the inversion of the inertia matrix. In the
reference PDP 11 solution this was accomplished by Gaussian climination. Two
other approaches have been investigated with the objective of speeding up the com-
putation. The first, based on table look-up and function fitting, proved to be
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unsatisfactory due to insufficient accuracy in representation of some of the inverse
matrix elements. The second, based on an iterative scheme derived from a differ-
ence equation formulation of the matrix inversion problem, has shown promise of
speed improvement and is particularly suitable for mechanization on the AD-10.

Familiarity with MPS 10, the AD-10 programming language, has been accom-
plished and the programming of the six-link simulation on the AD-10 has been ini-
tiated. Meanwhile, in anticipation of the inclusion of nonlinear friction in the robot
Joints, a nonlinear friction model which has different levels of breakaway and run-
ning friction has been demonstrated on the AD-10. Also, a very fast and highly
accurate algorithm for simulating lightly damped structural modes has been demon-
strated.

The research described above is conducted by R.M. Howe and B. Morgowita.
The specific six-link robot benchmark simulation has involved collaboration with
C.S. George Lee and M.J. Chung. Frequent discussions with E.G. Gilbert and D.W.
Johnson have been helpful and the AD-10 robot simulation program, when com-
pleted, will be directly applicable to their control systems.

3.1.2.2. General Dynamic Simulation
Professor M.A. Chace, Professor J. Whitesell

Research Objectives -- General Dynamic Simulation

General mechanical systems have parts which move through large angles and
translations. \When all parts are rigid the analysis is understood. When some or all
of the parts are flexible however the analysis becomes more difficult. This research
has been directed toward developing a computer code for simulating general
mechanical systems composed of flexible elements undergoing large displacement
motion.

Status of the Research Effort -- General Dynamic Simulation

At this point a code called DYMOS (DYnamic MOdal Simulation) has been
developed which simulates planar mechanisms. The analytical approach utilizes a
Lagrangian formation wherein rigid body modes and superposed free vibration
modes serve as generalized coordinates. Lagrange multipliers are used to penalize
violations of kinematic coanstraints for both rigid and flexible modes. This approach
leads to sparse equations of motion which can be generated and numerically
integrated automatically.

The analysis itself is also applicable for general three dimensional motion. A
computer program for simulation in threce dimensions was begun, but not completed
as yet.
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3.1.3. Application of Nonlinear Systems Theory to Mechanical Manipula-
tors

Professor E.G. Gilbert

Research Objectives

The main objective has been to study the application of nonlinear systems
theory to the control of mechanical manipulators. The work to date has emphasized:

(1) a general approach to the design of nonlinear feedback Taws which give
small tracking errors during rapid, large-scale manipulator motions,

(2) the investigation of nonlinear decoupling theory as a basis for control sys-
tem design,

(3) various ways for writing manipulator equations of motion and efficiently
computing resulting nonlinear functions which are needed for nonlinear con-
trol and/or simulation and modelling,

These topics, which are interrelated, are in various stages of progress. In the follow-
ing paragraphs the nature and status of the research is described.

Method and Status of the Research Effort

Nonlinear Feedback Laus

The approach to the design of nonlinear feedback laws is based on dynamic
equations of the form

M(q)g + Hlq, ¢) = Pu, = G{y) (1)

where: ¢ is a vector of joint angles, u is a vector of motor control voltages, yis a vec-
tor measuring end-effector location, M{q) and P are nonsingular matrices, and F{q, g)
is a vector function. Often, y has the same dimnension as ¢ and u; for example. tn a
conventional manipulator dimension ¢ = 6 and the components of y may denote end-
effector position (3 Cartesian coordinates) and orientation (3 Euler angles). But
sometimes the dimension " y is greater; for example, if dimension ¢ = 6 2nd orienta-
tion is measure by three unit vectors the dimension of y = 12. The desired 1notion is
specified by y* and the error in motion by a vector function £lq. y’) which has the
same dimension as ¢. The function £ may be fairly simple (e.g., joint errors give
Elg, ¥} = G'(y) - g) or quite compiex (c.g., if E includes errors mcasured by sensors
in the end effector). The basic question is the determination of an intermwediate feed-
back controller

w=Klg, v*,q v\ vy, (2)

which causes the crror e = Elq, y') to satisfy

[
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If such a controller can be found the overall control system design becomes simple.
For instance a PID (proportional, integral, derivative) controller for the error would
take the form

¢

= KpEr(q.y") + KoEpla. v’ ¢. v)) + K/[Edq, y)dt, (1)
V]

where, ideally, Er = E; = F and Ep = %E. Then the choice of the matrices Kp, Kp,
and Kj; is modified because the error differential equation is liuear.

The problem of finding K is discussed in [1]. Notation is set up and a condition
is given on E. Then a formula is derived for K. In practice the functions K, Ep.Ep,
and E; have errors which are due to a varicty of sources such as inaccuracies in
modelling the manipulator dynamics, simplification in the computation of E, and K,
and sensor errors. It is shown that such errors, if small, will not upset the stability
of the feedback system or cause large steady-state errors. More specific results are
also available. For example, il K, is nonsingular the steady state crrors depend only
on errors in E;. LErrors in K, Ep, and Ejp produce no steadv-state errors. Such results
bave important implications with respect to the engineering design of sensors and the
computation of feedback functions.

As an example of the preceding theory an error measure used by Luh, Walker,
and Paul [4] is considered in [l]. A control law is derived from the theory. [t is
somewhat more complex than the one proposed in [4] but it provides better error per-
formance and stability under large perturbations of ¢ and ¢g. Morcover. the control
law obtzined in [4] is shown to be an approximation to the exact law obtained from
the general theory. Thus the general theory may be viewed as providing a rigorous
and systematic approach to the result of [4], which was obtained heuris‘ically. The
example suggests that the theory will be useful in the design of control systems for
future manipulators which have complex error measures based on end-effector error
$ensors.

Minsmal Sensitivily

Another result, of rather general interest in control theory, was obtaiced in [2].
This paper gives conditions on a linear system such that its characteristic roots have
minimal sensitivity. The conditions should be useful in improving the robustness of
control-system stability to modelling errors. An example would be the choice of the
matrices A'p, Kp, and K in (4).

Decoupling Theory

The design method described in (1] has limitations. [t may not apply if there
are additional actuator dynamics or dynamics representing structural flexibility.
This has motivated a more general and deeper investigation into the theory of non-
linear control.

One way of looking at the tracking problem is to view it as a problem in non-
linear decoupling control. A number of papers have been published in this area (sce,
for example. {5.6.7.8]) but the thcory is both complex and incomplete. I.J. Ha has
been working with E.G. Gilbert in this area and has obtained new theoretical results.
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Since the research is in an active state of development, no written report has been
prepared so far.

Several aspects of the research will now be described. Suppose a nonlinear sys-
tem, such as a manipulator with actuator dynamics is described by the equations

r=fzu), y=ha2) (5)

where r is an n vector and u (control) and y (output) are m vectors. A new (closed-
loop) system is obtained by using the nonlinear control law u = K{z. v);

z=flz Kz, v) . y=h2). (6)

This system. with input v (dimension = m), has different dynamics and input-
output characteristics than (5). The system (5) is "decoupled” if the ith component
of veffects only the ith component of y (there are several precise ways of saying this).
The literature. which has strong connections to differential geometry, gives various
conditions of f and 4 so that "decoupling™ by some A is possible. However, little is
said about the whole class of decoupling laws. This question has been pursued and
some interesting facts have heen discovered. For instance. the class of decoupling
control laws may be more general then indicated by prior nonlinear theory and less
general than would be expected from lincar decoupling theory. For certain cutegories
of systems (5) the whole class of nonlinear decoupling laws can be determined easily.
Fortunately, it appears that many manipulator models (including some with actuator
dynamics) fall in one of these cutegories. Thus, the entire class of nonlinear control
laws which decouple a manipulator may be described. Practical implications of these
results need to be explored more fully. This will be done in the coming year.

Computational Complezity

In implementing the nonlinear control laws for the simulation of manipulator
systems it is necessary to compute various terms in [l]. This has been discussed
extensively in the literature (see, e.g.. [9.10,11.12]). For instance if a. r. g are given 6
vectors the vector {unction,

Wla, v, q) = Mg)a + Flg, v), (7)

may be computed in various ways. The most efficient (lcast number of numerical
operations) are variants of the so-called Newton-Euler method {9.10.12]. Efficiency is
important because W must be computed repeatedly in various nonlincar control
schemes, including the one described [I]. However, for system simulation and other
control schemes it may be necessary to determine the matrix M(g) explicitly. This
may be done with reasonable efficiency using a modification the Newton-[uler
method. Another, more cfficient, approach has been described in [11].

During the last year D.AV. Johnson has development several new methods for
o

-, computing M(g). These methods are more efficient than the one described in [11].
= Some of this rescarch has been report in [3] and a more detailed paper will be
-‘ . N . . .

o prepared in the future. Some attention has also been given to the computation of
D

-

"4

=
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el other data concerning [1], for example, cfficient procedures for computing the linear-
N ized equations of motion corresponding to [1].

While the research described above involves E.G. Gilbert, 1.J. Ha, and D.\V.

. ' Johnson there have been some fruitful interactions with other participants in the
Grant. These include C.5.G. Lee and R.M. Howe and some of their students.
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(12] Turney, J.L., T.N. Mudge, and C.5.G. Lee, "Connection Between Formulations
of Robot Arm Dynamics with Applications to Simulation and Control,” Center
for Robotics and Integrated Manufacturing, Technical Report RSD-TR-4-82,
College of Engineering, The University of Michigan, November 1981.

3.1.4. Optimal Control Techniques to Enhance Robot Performance

While productivity gains may be made using current robots, such robots are
often under-utilized, and many future applications will depend upon high perfor-
mance. The methods of optimal control and optimal design have demonstrated great
potential for improving the efficiency and quality of robot and process behavior. The
control problem for manipulators, is to determine the torques or forces which should
be exerted at the joints of the robot so as to drive the robot in the most economical
manner, while meeting certain constratnts on the robot’s position, velocity and actua-
tor torques. There are several performance measures one can use, minimum time of
flight of the robot arm, minimum energy consumption, or distance of the path from
the obstacles. Further, the difficulty in setting up the correct equation for the prob-
lems and the excessive computer time required to find solutions has hampered
optimal methods. The following subprojccts address differcnt aspects of these prob-
lems.

3.1.4.1. Automatic Generztion of State and Costate

Equation for Optimization of Mechanism Performance
Professor J. Whitesell

Problem and Objectives

In principle methods of optimal control and optimal design have the potential
to achieve such broad objectives as reduced weight, stresses, energy consumption or
process cycle times. Unfortunately, the difficulty of setting up problems and the
excessive computer time required to find solutions has reduced the attractiveness
and limited the applicability of these methods. It is the objective of the current
research to develop more effective methods for setting up and solving optimal con-
trol and optimal design problems.

Approach and Status of the Research Effort

In this work a commercially available simulation code known ax ADAMS
[Automatic Dynamic Analysis of Mechanical Systems] is used as an anulvsis cow-
poucnt in the optimization scheme under development. ADAMS is able to automat-
ically generate and numerically integrate differential equations ol motions describing
the dynamical performance of general mechanical systems or mechanisms. The dif-
ferential cquations formed by ADAMS are implicit equations of the form
G(z. 2. u, t) = 0 where the state vector and its derivative are algebraically coupled.
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Numerical integration is carried out directly on G with a Gear method. The Gear
method is a stiff integrator which involves a Newton-Raphson corrector stage
requiring a Jacobian matrix related to G. In the ADAMS code the required Jaco-
bian matrix is symbolically generated.

Standard optimal control approaches which are designed for differential equa-
tions of the explicit form z = f{z,u,t) are not well suited for use with implicit eaua-
tions that arise naturally when mechanisms are modelled. To overcome this diffi-
culty new necessary conditions for optimization problems involving implicit differen-
tial equations have been derived. These new results which may be applied to both
control and design optimization problems offer several advantages: They are signifi-
cantly more efficient since considerable numerical effort is avoided and they are well
suited to automatic set up. The costate equations that arise in the new formulation
are also implicit and they involve the same Jacobian matrix already formed for use
in the Gear method. Thus the new approach is especially well suited to use with
the Gear integration method.

Future

Example problems have been solved with a test code to verify the validity of
the new approach. Future efforts will be directed toward developing an optimal .
control and an optimal design code wherein problem setup, equation generation and -
optimization are automatically carried out. Applications include robot paths plan- .
ning for minimal cycle time (see sec.3.1.4), minimal joint load and minimal energy N

~ consumption.

3.1.4.2. Optimal Control and Trajectory Planning
Professor E.G. Gilbert, Professor Kang G. Shin

The Problem and Research Objectives

In the optimal control and path problems identified above fixed costs often
dominate, so that minimum cost is equivalent to minimum time; hence there is an
interest in minimum-time robot control. Also, energy consumption and distance
from obstacles are performance measures of interest. The objective in this project is
to develop efficient robot control, algorithms and trajectory planning methods.

Status of the Research Effort

'
afats

D.W. Johnson working with E.G. Gilbert is examing the role of optimal control
in a very general approach to trajectory planning. A critical aspect of this research
is obstacle avoidance and/or the cooperative, non-interfering operation of several
manipulators. The general approach is to form a penalty function which measures
the ncarness of collisions on a specified manipulator path. This penalty function is
included together with other measures of performance such as path smoothness,
actuator cffort, and energy consumed. The resulting optimization is likely to be
very complex and attention is being given to computationally efficient methods for
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evaluating the penalty cost and its functional gradient. Preliminary results in these -

J directions show promise, but there are many unresolved questions. These will be .
- explored and computational experiments will be performed in the coming months. _.J
i Connections to the approached taken by K.G. Shin in [3] are also being explored. . l‘
y K.G. Shin, N.D. McKay, and B.K. Kim are examining minimum time trajec-

- tory calculations and minimum energy control. The minimum-time robot control

> problem has been approached in several different ways. The most common )
- approaches to date are based on linear and/or nonlinear programming. Such B
2 approaches generally specify a path in terms of its endpoints and a few intermediate Qj
_. points, and assume fixed velocity and acceleration bounds along each segment of the .
. curve. Since the moments of inertia of the joints of a robot may vary by a factor of g

three or more, such constant bounds may resuit in serious under-utilization of the
robot. Another approach is to determine the minimum-time solution for sequential-
axis operation, i.e. moving the arm one joint at a time. Such solutions generally give
path traversal times which are much longer than those obtained by other tech-
niques.

Y2t

N
i

The approach taken in this project has been along entirely different lines from
those described above. Since real rohots are not counstrained in their velocities and
accelerations but in their joint torques/forces, we have converted limits on torques
to limits on accelerations. Also, since the path that a robot must follow is usually
predetermined, it has been assumed that the robot’s path is described in terms of a
parameterized curve. This converts a six-dimensional problem to a one-dimensional
one. Positions, velocities, and accelerations can then be described using the curve's
parameter and its first and second derivatives. Having done this, it is possible to
determine the limits on the parameter's second derivative (the pseudo-acceleration)
from the bounds on the joint torques. Additionally, it is possible to determine upper
limits on the parameter’s first derivative (the pseudo-velocity). Such velocity limits
arise because at high speeds, centrifugal and Coriolis forces become so large that the
actuators cannot generate enough force to keep the manipulator ¢n the proper path.
(This is much like an automobile skidding off the road when going around a corner
too fast.) The minimum-time solution to the control problem can then be shown to
consist of a2 number of segments during which the robot undergocs the maximum
and minimum accelerations allowable. The points at which the manipulator
switches between acceleration and braking are then determined in such a way that
the robot almost, but not quite, goes too fast to stay on its specified path.

To date, the results of the project consist of algorithms for computing velocity
limits, acceleration limits, and optimal trajectories given the dynamic equations of
the robot, the actuator torque constraints, and a set of parametric equations which
describe the desired path of the robot. These algorithms together form ACOT, the
Algorithm for Computation of Optimal Trajectories [3]. It has becn assumed that
the torque bounds are constant, but the gencralization to torque bounds which are
position and velocity dependent is straightforward. In particular, if the torque
bounds are at most quadratic in the velocity, then the cquations alrcady derived
peed only have a few subexpressions changed. Since direct-current motors driven -
from a constant voltage source have torque constraints which are linear in the velo-
city, the mathematics derived so far applies, with minimal modifications, to most )
electrically-driven robots.

b
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The algorithms that have been developed generate a true minimum-time solu-
tion rather than an approximate one, but require more extensive computations than
many approximate algorithms. This is due to the fact that other methods do pot
take robot dynamics into account except in a very general way, and hence sidestep
all the difficulties of dealing with a set of nonlinear. highly coupled differential equa-
tions. Further research is needed to determine whether ACOT is computationally
simple enough to be used in practical situations, and whether other algorithms in
current use give path traversal times which are significantly longer thun the true
minimum-time solution. So far ACOT has ounly been applied to a two-degree-of-
freedom robot. With only two joints. the computations can be done quite quickly.
Whether ACOT can run acceptably quickly for a six-degree-of-freedom arm remains
to be seen. If other, simpler algorithms yield results which are not close to the true
minimum-time solution as computed by ACOT, then better algorithms should be
found. or ways should be found to make the ACOT algorithm more efficient: if not,
then perhaps further research should be directed more towards finding computa-
tional simplifications for the currently-used off-line control algorithms. Note that
ACOT does provide a standard against which other control algorithms may be
Judged.

Future work will include a sensitivity analysis and the develc nment of relation-
ships between curvature of the parameterized path and the maximum velocity.
Since the minimum-time algorithm will generate trajectories which move just slowly
enough so that the robot does not leave the desired path, it will be necessary in
practice to underestimate the amount of torque available; some torque must be kept
"in reserve” for emergency situations. The sensitivity analysis should give some indi-
cation of just how much reserve torque is nceded for given variations in such param-
eters as moments of inertia and friction coefficients. The relationships between cur-
vature and maximum velocity will be useful for deciding what types of curves the
robot should follow. The path planning algorithm assumes that the path is com-
pletely specified; however. at some point this path must be generated. and some cri-
teria other than avoiding collisions with obstacles would be useful for deciding
exactly what path to follow. A logical way to choose the path would be to choose
the path which maximizes the upper bound on velocity while avoiding all obstacles
in the robot’s workspace.

This approach differs from previous off-line control (path planning) methods in
a number of ways. First, it deals with constraints on torques or forces rather than
accelerations; since in practice constraints are on torques/forces and not on accelera-
tions, this is highly desirable. Second, it gives an exact minimum-time solution
rather than just an approximation.

One minor disadvantage of the technique, shared by the other techniques pre-
viously described, is that the minimum-time control must be determined off-line.
However, in an environment in which the same task will be performed mmany times
it is not impractical to compute the required joint torques/forces off-line, even if the
computations required are fairly extensive.

Nevert heless, 1n order to overcome this drawback, we have attempted to derive
an on-line minimum time fuel coatroller {1]. The controller is based on a very sim-
ple but invovative method called the averaging dynamics to cope with the complex-
ity and nonlinearity cf manipulator dynamics--a major hurdle in the development of
robot countrols. The controller requires about 6 milli-seconds for one iteration
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computation if a computer equivalent to the PDP-11/45 is used. indicating o stroug
possibility of real-time implementation on mini- or micro- computers.

Another assumption that we used is the complete knowledge of manipulator
dynamics. Although this may hold for most repetitive tasks, in general there are
uncertainties in manipulator dynamics. Consequently, we have also investigated an
adaptive control of manipulators (2]. The objective was to make (i) the controller
able to handle the uncertainties in manipulator dynamics caused by changes in
manipulator’'s payload and position. We used the concept of adaptive model follow-
ing in which the controller changes both the feedback and feedforward gains in such
a way that the outputs from both the reference model and the manipulator itself
become identical.

Simulation of these two alternative controls has exhibited high performance.
Future efforts will be directed toward refinements and possible implementation of
these controllers.

References

(1] Kim. Byung K., and Kang G. Shin. "Suboptimal Control of Industrial Mani-
pulators with a Weighted Minimum Time-Tuel Criterion”, IEFE Trans. on
Automatic Control.

(2] Kim, Byung K.. and Kang G. Shin. "An Adaptive Model Following Control
of Industrial Manipulators™. to appear in the 19814 January issue of [EEE
Trans. on Aerospace and Electronics Systems.

(3]  Shin. Kang G., and Neil D. McKay, "Minimum-Time Control of Robotic

Manipulators with Geometric Fath Constraints™, submitted to /FEE Trans.
on Automatic Control,

3.1.5. Adaptive Control

Professor C.S.G. Lee, Professor N.H. McClamroch

Problem and Research Objectives

The current approach to robot arm control system design treats cach joint of
the robot arm as a simple servomechanism. Such modeling is inadequate because it
neglects the motion and configuration of the whole arm mechanism and the effects of
the changes cf the load in a task cycle. These changes in the parameters of the con-
trolled system and the load it is carrying arc significant enough to render conven-
tional feedback control strategies ineffcctive. The result is reduced servo response

speed and damping, which limits the precision and speed of the cnd-effector. The

objective of this research focuses on:

(1) Various adaptive control schemes both in the joint-variable space and the

Cartesian space that tracks a planned trajectory as closely as possible and
minimizcs the steady-state error of the manipulator hand,

(2) Control and coordination schemes for two robot arms working cooperatively in
an assembly station.
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The long-term goal of this ‘nterrelated research, coupled with semsors aud
senor-guided control research, is to develop a robotic assembly station with two
PUMA robot arms that perform highly accurate assembly tasks.

Status of the Research Effort

Adaptive Control for Computer-Based Manipulators: Joint Motion

An adaptive control based on the perturbation equations in the vicinity of a
desired trajectory has been studied [1-2]. The highly coupled noniinear dynamic
equations of a manipulator are expanded in the vicinity of a preplanned joint trajec-
tory to obtain the linearized perturbation equations. A linear quadratic controller is
then designed for the linearized perturbation equations about the desired trajectory.
The joint torques consist of the nominal torques computed from the Newton-Euler
equations of motion and the variational torques computed from the perturbation
equations. An efficient recursive least square identification scheme is used to perform
on-line parameter identification for the unknown parameters in the perturbation
equations. The parameters of the perturbation cquations and the feedback gains of
the linear quadratic controller are updated and adjusted in each sampling period suc-
cessively to obtain the necessary control effort. This adaptive control strategy
reduces the manipulator control problem from a nonlinear control to coutrolling a
linear control system about a desired trajectory. Furthermore, a clear advantage of
such a formulation is that the nominal and variational torques can be computed
separately and simultaneously.

Computer simulation studies of a three-link PUMA robot arm have heer per-
formed on a VAX-11/780 computer to ecvaluate the validity of the use of the pertur-
bation equations and the performance of the adaptive controller. A more detailed
discussion and derivation of the adaptive control with computer simulation can be
found in [2].

This was part of M.J. Chung's thesis work, co-supervised by Professor N.H.
McClamroch and Professor C.S.G. Lee.

Resolved Motion Adaptive Control for Mechanical Manipulators

Most of the existing control schemes [3-8] control the arm at the joint level and
emphasize nonlincar compensations of the interaction forces among the various
joints. For most applications, resolved motion control, which commands the manipu-
lator hand to move in a desired Cartesian dircction in a coordinated position and rate
control, may be more appropriate. As an extension of the above adaptive control,
C.S.G. Lee and B.H. Lee have investigated an adaptive control in the Cartesian coor-
dinates. Most existing resolved motion control algorithms [9-10] control the arm at
the hand level without cxternal sensory feedback information. The above joint
motion and resolved motion control algorithms are inadequate because they neglect
the changes of the load in a task cycle.

This need prompts the development of a resolved motion adaptive control which
adopts the ideas of resolved motion rate control and acceleration control and extends
the above adaptive control using the linearized perturbation system to control the
manipulator in Cartesian coordinates for various loading conditions. The proposed
resolved motion adaptive control is performed at the hand level and is based on the
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linearized perturbation system along a desired hand trajectory. A recursive least
square identification scheme is used to perform on-line parameter ideutification of the
linearized perturbation system. The controlled system is characterized by feedfor-
ward and feedback components which can be computed separately and simultane-
ously. Such formulation has the advantage of employving puralicl computation
schemes in computing these compoaecnts. The feedforward component resolves the
specified positions, velocities, and accelerations of the hand into a set of values of
joint positions, velocities, and accelerations from which the nominal joint torques are
computed using the Newton-Euler equations of motion to compensate all the intcrac-
tion forces among the various joints. The fecdback component corputes the varia-
tional joint torques which reduce the manipulator hand position and velocity errors
along the nominal hand trajectory. This adaptive control strategy reduces the mani-
pulator control problem from a nonlinear control to controlling a linear control sys-
tem about a desired hand trajectory.

Considering the resolved motion adaptive control for a six-link manipulator and
assuming that the desired hand positions, velocities and accclerations along a
path/trajectory in Cartesian coordinates are given, a feasibility study of implement-
ing the adaptive controller using present day low-cost microprocessors is conducted
by looking at the computational requircments in terms of matkematical multiplica-
tion and addition operations. The study assumes that multi-processors are available
for parallel computation of the proposed controller. The feedferward component
which computes the nominal joint torques along a desired hand trajectory can be
computed serially in four separate stages. Computational requirements in term of
multiplications and additions for the feedforward component indicate the require-
ment of 1341 multiplications and 973 additions. The feedback control component
which computes the variational joint torques can be conveniently computed serially
in three separate stages. It requires about 3427 multiplications and 3037 additious.
Since the feedforward and feedback components can be computed in paraliel. the pro-
posed resolved motion adaptive control requires a total of 3427 multiplications and
3037 additions in each sampling period. Present day microprocessors still do not
have the required speed to compute the proposed controller within 10 me. This may
be solved by a high-performance attached processor or a custom des‘ened VLSIC
chip. The above analysis presented an ideal system study because it neglected such
nonlinear effects as gear friction and backlash. The physical implementation of the
proposed adaptive control may require further investigation on the effects of gear
friction, backlash, control device dynamics, and flexible link structure to the con-
troller. A more detailed discussion and derivation of the resolved motion adaptive
control can be found in [11].

Future work will focus on computer simulation to verily the validity of the pro-
posed resolved motion adaptive control scheme. Based on the simulation result, more
cfficient resolved motion control strategics will be proposed that can be implemented
using present day low cost microprocessors.

Control and Coordination of Two Cooperative Robot Arms tn an Assembly Station

Significant gain in productivity can be achieved by automating batch asscuibly
production. Efficient use of two or more robot arms in an assembly station will
greatly improve productivity and quality of cud-products. C.S.G Lee and B Lee
have begun looking at the problem of controlling and coordinating two cooperative
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robot arms working in an assembly problems. Problems such as controlling each
robot arm efficiently, synchronizing the control processes for each robot arm, avoid-
ing manipulator hands’ collision in the common workspace, force feedback control in
fine motion. and time-space trajectory planning for two robot arms. Research to
date has provided some solution to the above problems. in particular algorithms for
avoiding manipulator hands’ collision and efficient joint control of cach robot robot.
Future research will be directed solving the remaining problems in multirobot assem-
bly systems. Computer simulation will be conducted to verify the validity of the
research results. Later, actual implementation of the algorithms will be carried out
on our PUMA robot arms.
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3.1.8. Manipulator Compliance
Professor N.H. McClamroch, Professor Y. Koren, Professor A.G. Ulsoy

General Research Objectives
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The general objective is to characterize the sources of manipulator compliance
and their effects on manipulator motion control. Sources of manipulator compliance
include:

P

)

P
k‘

1. Link flexibility: ideally a robot should have a lightweight yet rigid structure.
There is, however, a trade-off between these requirements and light weight
robots can be flexible enough for arm vibrations to noticeably deteriorate accu-
racy. For a given robot structure there is, in general, also a trade-off between
speed and accuracy. This is because high speed operation leads to high inertial
forces which in turn cause vibrations and deteriorate accuracy. The purpose of
this research is to investigate the possibility of improving the performance of a
robot arm by taking the flexibility of the arm into account in the design of the
controller.
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2. The actuators’ internal characteristics: some mechanical compliance arises from
use of electrical servo motors as control actuators; substantial mechanical com-
.. pliance occurs if either electrohydraulic or (especially) electropneumatic actua-

-

Cank] . .

e tors are used to control manipulator motion.

L

“ 3. Transmission of force/torques from the actuators to the links: mechanical com-
N

pliance can arise if transmission is through either gear trains or cables, especially
if the cables are elastic.

The manipulator compliance effects lend extra complexity, to the equations of motion
when link flexibility, actuator dynamics and transmission comphances are included:
control design. taking such effects into account, is exceedingly cifficult.

Status of the Research Effort

Control of a Flexible Robot Arm

The flexible robot arm control problem is being investigated by Professor A.G.
Ulsoy and Mr. N. Chalhoub using analytical methods, simulation. and luboratory
experimentation. A spherical coordinate laboratory robot is being used as the focus
of this study. A dynamic model of the robot, including the elfects of the flexibility of
the final link, is being formulated as the basis for analytical and simulation studies.
The interrclationships between the robot structural flexibility and the controller
designed is being investigated. These relationships will be used as the basis for
designing and evaluating controllers for the {lexible as well as the rigid body motions
of the robot arm.

The dynamic modeling and simulation of the laboratory robot. including the
flexibility of the final link, has been completed. Also completed is a review of the
literature on control of flexible robot arms. The modeling and simulations study
describes and demonstrates several potential mechanisms by which the struetural
dynamics and controller design can interact. These include resonance, paramectric
excitation. excitation duc to inertial forces, and the effects of constraints due to
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transmission mechanisms such as leadscrews.

The construction of a small laboratory robot for use in experimentzlly evaluat-
ing potential controller strategies is cssentially complete. The remaining task is com-
pletion of the electronic interface required to connect the robot arm to a standard
microcomputer.

It is expected that this study will lead to a better understandiug of the interac-
tion between structural design and controller design for robot arms. In addition it is
expected that one or more potential controller designs for rigid body and flexible
motion will be developed and evaluated through simulation and experimental studies.

Control of a Cable Actuated Manspulator

The research has examined a two-link manipulator using dc servo motors on
each link to control the torque transmitted to the links via elastic cables. The open
loop (uncontrolled) manipulator has been evaluated in terms of its mechanical
characteristics: attention has been given to the study of the effects of actuator
dypamics and cable elasticities on the dynamics of the manipulator. This work is
being carried out jointly by Professor N.H. McClamroch with Mr. H. P. [uang.
Various feedback control strategies are being studi